K& (KE) |= F A& (PEARHLNE)
FHHLOEHE|IBE £ OTH

FEBREES|F F£145

FHRS5SA M| EH19F3A23H

=5 B | YRTLIFER

2 {7 5% X %8 B | K-means Clustering Based Pixel-wise Object Tracking

GEBE#% & M HKM
EE) % & & R T &£
Bgdx & B/ T
- AN - - MON NS ST

FAMEERE

WXNEDES

Tracking the non-rigid objects under less-constrained (or un-constrained) background situations is always a
challenging task in Computer Vision. It has attracted great attention from numerous researchers, because both
the target features as well as the background features are unpredictable. In this thesis, a k-means-clustering
based general tracking algorithm is introduced. This algorithm consists of two phases: multicolor object tracking
with k-means clustering and a multicolor object tracking with a new reliability-based k-means clustering
algorithm (RKM).

In order to achieve the robust performance of object tracking, the following ideas are used in this algorithm (also
called as “k-means tracker”)

1. Representing the image features with a uniform color-position 5D feature vector to follow the changes of color

and position simultaneously.

2. Removing the mixed background pixels from the target object by applying the K-means clustering algorithm. All
the pixels within the search area can be divided into the target and background groups with k-means clustering.
Meanwhile, because k-means clustering algorithm is a pixel-wise method, in this thesis, the target shape model is

not needed.

3. Embedding the negative (also called as background) clusters into k-mean clustering algorithm. With the
negative clusters, the clustering for an unknown pixel will be achieved by comparing its similarity (or
dissimilarity) to the positive (also called as target) clusters and that to the negative clusters. The pixel clustering

becomes a dynamic classification process.

4. Representing and updating the negative clusters with a variable ellipse model so as to make this tracking

algorithm be able to deal the target deformation robustly.
5. Automatic tracking failure detection and recovery with both the positive and negative samples.
6. Radial sampling for speed-up the processing time and improve the robustness of this algorithm. The RKM

tracking algorithm inherits the excellent properties of the k-means tracker (such as, illumination insensitivity,

dealing with arbitrary deformation, multi-color tracking, failure detection and recovery, etc), in the meantime it



also focuses on solving a common problem in clustering, segmentation and object tracking: pixels (or data) that are
far away from any cluster are wrongly classified into some clusters. This problem is solved by introducing the
reliability estimation into the K-means clustering to measure the dissimilarity between the cluster centers to
check if it 1s reliable or not to classify one pixel into some clusters. Outliers that should not belong to any cluster
will be given extremely low reliability and be ignored while the update of cluster centers. While applying the

RKM into object tracking, it improves the robustness of updating cluster centers in the long term.
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A, ERZERAVRREHET A LF A ODVVTERNON-3DTHS. BREFEL BEMEDER
EVSRB)TTHEITKY, MREBRENBM LGN LEBHMETIFETHY, BRELTEFREEFRRBA-E
N-FETHD. BEFEL FROALGLTEEFNLLIREINTEY, COFEOERMEZBEREIEROEED
FHELTLS Z EM D HIRRBOBAEIIFSRMICHLNEZOTND.

BN TIE, BIFEFACHY 515, REFECESRE FEAOHY HIWBEFEDRE [COVWTTEIC
BARSNTND. Ffz, TATSLORESLUAEDER S —7 v AEAW-BIFEFEE OLEEERLEHITo>TH
Y, REFZOBLAMN+HIBBTEDINBIH LT oA TNS. KRB EOBEMEENDELZRERFIE ELH
XELTHAISFHETZ 5L DTHS.
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HERITHT HEMICH L TIE, BRNEOERS S VEIZEOMES LBESOME TRIFFERTH 1= HRRIC
T80 -NEERRITIE, MEE S VOHFICEHT SMEEZHEL, BhRIFEEEN GO



